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  Brief overview of our recent work
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• Results
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- Examples

<table>
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<tr>
<th>SRC</th>
<th>TGT</th>
<th>GMM</th>
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- Results

Higher means better!

Similarity to target BEFORE adaptation

Similarity to target AFTER adaptation

Quality AFTER adaptation
Speaker adaptation

- Examples

TGT 💿 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧

ADAP 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧 🎧
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• Detection of converted/synthetic speech
  Discover traces of the vocoder (phase)

• Data hiding in speech signals
  By manipulating signal phase

• Speaker diarization in meetings
  Fusion of clasifiers

Questions about any of these works?
Come and ask me (or Inma) later!
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• Forthcoming events
• Renowned experts propose research projects
• Students and early-stage researchers apply for participation
• Teams are built
• Work together for 4 weeks in Bilbao
- Multimodal signal analysis and synthesis
- Intuitive interfaces and personalized systems in real and virtual environments
- Assistive technologies for education and social inclusion
- Assistive and rehabilitation technologies
- Search in multimedia and multilingual documents
- Affective and social signal processing
- Multimodality for biometrics and security
- Innovative musical interfaces
- Augmented reality

- Embodied agents
- Human-robot and human-environment interactions in smart environments
- Multimodal conversational systems
- Self-learning and adapting systems
- Innovative modalities and modalities conversion
- Applications of Multimodal interfaces
- Performing arts applications
- Teleoperation and telerobotics
- ...
• November 30th, 2013  Notification of interest
• December 15th, 2013  Full project proposal
• January 10th, 2013  Notification of acceptance to project leaders
                      Start call for Participation
• February 28th, 2014  End call for participation
                      Team building
• March 28th, 2014  Notification of acceptance to participants
• June 9th - July 5th, 2014  eNTERFACE'14 Workshop
Looking forward to receiving your project proposals!!

http://aholab.ehu.es/eNERFACE14